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ABSTRACT
With the advent of Web 2.0 and user-generated content,
the amount of multimedia on the Web is growing. This
vast amount of data, coupled with its rich nature, make
it challenging to bring to the Semantic Web. This paper
researches the process of making multimedia data accessible
to the Semantic Web and applications that could become
possible.

1. INTRODUCTION
The amount of multimedia data on the web is growing fast.
Popular web sites such as YouTube1 and Flickr2, encour-
age users to post content, often with no restrictions on the
amount they can upload. Currently, multimedia retrieval
from these services relies on text-based keyword searches
from annotations such as Title and Author. These attributes
are manually added by users; they typically have no formal
meaning and cannot describe the media content in depth.

This paper examines the way in which multimedia data can
be annotated and how this data can be structured for use
by the Semantic Web. It will also examine applications that
could be possible with a multimedia rich Semantic Web.

2. DESCRIPTORS
As multimedia databases of web sites such as YouTube grow,
the ability to retrieve relevant information from them be-
comes increasingly important. Alemu et al. discuss two gen-
eral approaches for image retrieval: text-based and content-
based [2]. Descriptors can be added to content manually, or
automatically, through content analysis. Automatic meth-
ods can annotate large numbers of documents quickly, but
can be difficult to develop and can lead to incorrect anno-
tations being applied to media. Manual methods produce
accurate annotations, however they do not scale well with
the corpus size. This section will examine how the data for

1YouTube: https://www.youtube.com/
2Flickr: https://www.flickr.com/

text and content based approaches can be sourced and how
high level semantic descriptors can be produced from low
level data.

2.1 Text-based
Text-based descriptors can be sourced from multimedia meta-
data. There are a number of different standards in use across
different media types.

The Exif (Exchangeable image file format) standard speci-
fies the format to store images captured by digital cameras,
including fields such as location, ISO speed and exposure
time [4]. Video container formats, such as MP4, can con-
tain metadata formatted according to their specification, or
often support embedding XMP (Extensible Metadata Plat-
form) data, an ISO standard that specifies a data model for
storing metadata. XMP data can be stored using a number
of namespaces, such as Dublin Core3 [1].

Text-based metadata can also be stored in a separate loca-
tion to the media, for example the Title and Description of
user generated content uploaded to a Web 2.0 service are
not embedded in the uploaded multimedia file, rather they
are stored in a database. This aids performing queries, how-
ever it requires links to be maintained between data and
metadata.

Zakaria et al. combined text-based processing with knowl-
edge bases to create an information retrieval solution for
images from the Flickr service [16]. The textual description
associated with each image was processed using natural lan-
guage analysis (NLA) tools. The domain of interest was
Malaysian tourism, leading to concept descriptors such as
Island and Malaysia.

2.2 Content-based
Alemu et al. note that often the bottleneck of the effi-
ciency of retrieval is the semantic gap between high level
requests by users and low level features stored in multime-
dia databases [2]. Over the past 25 years, much work has
been done to develop techniques to design algorithms that
extract low level features to produce semantic high level de-
scriptors [7]. The first stage of research, up until the mid
1990s, focussed on developing algorithms to extract low level
features, creating systems that could respond to queries such
as ‘find all images containing a dark green area near the top

3Dublin Core: http://dublincore.org/
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Figure 1: XML to RDF conversion process, adapted
from [14]

of the image’ [7]. Such queries are unlikely to be thought
of by users. The second phase has brought a shift to higher
semantic levels, allowing for more natural queries from users
such as ‘find all shots from a football match containing some-
one scoring a goal’ [6], coupled with standardisation efforts
such as MPEG-7 [7].

MPEG-7 is an ISO standard for describing features of mul-
timedia content. The standard is comprised of four main
elements. Descriptors that define the syntax and seman-
tics of each feature, Description Schemes that specify the
relationships between components, a Description Definition
Language (DDL) to allow for the creation of new Description
Schemes and finally tools to support the binary representa-
tion of the data [9].

Systems have been developed that analyse multimedia data
and generate MPEG-7 metadata, such as the work of Lin et
al. in [10]. They were able to identify and store concepts
such as People, Landscape and Monologue, with their solu-
tion performing better than 18 other comparable systems
[10].

2.3 Structured
For descriptors to be used in semantic reasoning, they must
be converted from semi-structured formats, such as XML,
to structured formats, typically RDF (Resource Description
Framework).

Van Deursen et al. describe a generic approach for convert-
ing XML to RDF in [14]. Their process takes XML data, an
XML Schema, an OWL ontology and a mapping document
as inputs, then outputs RDF data, see Figure 1. The map-
ping document is the key component, providing the link be-
tween the XML Schema and OWL ontology. Their tool was
successfully used to convert XML data formatted according
to DIG35, an XML-based metadata description standard for
digital still images [14].

3. ONTOLOGIES
Once descriptors have been extracted, ontologies can be
formed to enable semantic reasoning. Shirahama et al. pro-
duced a video ontology, see Figure 2, from descriptors such
as Action and Location [11]. They were able to correctly cat-
egorise daytime and night-time with 90% and 63% accuracy
respectively [11].

The work of Zakaria et al. in [16], describe how descrip-
tors were given semantic meaning through the use of on-
tologies. Concepts extracted from textual descriptors were
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Figure 2: Video ontology [11]

passed to knowledge bases made up of ontologies, such as
the Malaysian Tourism Ontology, to map descriptors to on-
tological concepts [16]. They created a prototype to retrieve
data from an RDF store. Testing showed that their retrieval
system recalled more images than full-text or tag searches
and gave improved precision when compared to tag-based
searches [16]. Their future goal was to combine these two
components with content analysis to give higher confidence
when describing the images [16].

With the arrival of MPEG-7, a standardised multimedia
video ontology exists. XML Schema has been chosen as
the DDL for MPEG-7 [9]. However, as Hunter noted, “XML
Schema provides little support for expressing semantic knowl-
edge”[8]. She attempted to develop an ontology for MPEG-7
in RDF Schema, however noted that“although RDF Schema
is capable of expressing the semantics of MPEG-7 Descrip-
tion Schemes and Descriptors, it does have certain serious
limitations” that could be addressed through the use of more
expressive ontology languages [8]. A year later, Yoo et al.
successfully showed how the MPEG-7 specification can be
converted into RDF Schema [15].

Tsinaraki et al. furthered this work, presenting a methodol-
ogy for interoperability support between MPEG-7 and the
more expressive ontology language, OWL [12]. However, as
Garćıa and Celma note, this work did not taken the step
of completely moving MPEG-7 to the Semantic Web [5].
They achieved this goal by converting the XML Schema
for MPEG-7 into OWL using the ReDeFer project tool:
XSD2OWL4.

4. APPLICATIONS
As more multimedia data has semantic descriptors associ-
ated with it, new types of applications become possible. This
section explores some of the new applications that have been
developed with a multimedia-enhanced Semantic Web.

4ReDeFer project: http://rhizomik.net/html/redefer/

http://rhizomik.net/html/redefer/


4.1 Semantic Search
For semantic multimedia search to be successful, Bonino
et al. note critical features such applications must sup-
port. Firstly, systems should be able to deal with all multi-
media documents uniformly, whether textual, audio, video
or a mixture and secondly, systems should support search-
ing across different information sources [3]. They devel-
oped a system to meet these requirements, by represent-
ing resources through RDF ‘Resource Descriptors’ [3]. Two
datasets were combined and could be queried to return re-
sults based on concepts determined from queries.

4.2 Metadata Propagation
Tummarello et al. defined ‘Semantic Audio Hyperlinks’ us-
ing MPEG-7 descriptors, allowing them to express relations
between audio tracks such as ‘sounds like’ or ‘same instru-
ment playing’ [13]. Using these hyperlinks, they were able
to expand Genre metadata from some multimedia resources
to others [13]. Starting from 20% of the corpus containing
genre annotations, up to 75% of the corpus was correctly
annotated [13]. Such a tool could be useful to annotate the
vast amount of multimedia data on the web that may have
metadata missing, although further work is needed to in-
crease the accuracy.

5. CONCLUSIONS AND FUTURE DEVEL-
OPMENTS

As a response to the huge amount of multimedia content on
the Web, progress in being made in bringing all this data
to the Semantic Web. This work has been aided by the
MPEG-7 standard for describing multimedia content. The
development of OWL ontologies for MPEG-7 and the ability
to represent MPEG-7 data in RDF, has enabled new appli-
cations such as semantic multimedia search engines.

As these applications continue to improve, a new develop-
ment phase will begin where multimedia information re-
trieval systems will be integrated into practical solutions [7].
The dependability of multimedia retrieval systems will need
to improve to enable integration with technologies such as
personal video recorders and critical systems, such as anal-
ysis of video surveillance data [7].

In conclusion, the future of the multimedia and the Semantic
Web is bright and the ‘Holy Grail’ of multimedia information
retrieval may finally be in reach.
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